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Motivation & Challenge:

Language technology is advancing, but unequally distributed

Global inequality: NLP benefits concentrated in high-resource languages,

low-resource languages, remain underserved (7,000+ languages in the world)
e Need for efficiency and inclusivity in multilingual NLP.

Scientific challenge: building robust, interpretable, and equitable models.
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Research Vision: Two Pillars

Efficiency and human inspiration

The dissertation unifies efficiency and human inspiration for multilingual and
low-resource NLP, especially through prompt-based learning.
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Framework Overview

Ch3: Prompt-based multilingual
learning (training-free)

e 3.1 Calibration of prompt (EMNLP 2023 Findings)

e 3.2 PARC: Cross-lingual retrieval-augmented
prompt (ACL 2023 Findings)

e 3.3 Decomposed prompting

e 3.4 Prompt-based cross-lingual knowledge
editing (ACL 2025)

Ch5: Efficient NLP methods

e 5.1 Data Efficiency: data augmentation for
low-resource domain dialogue generation
(ECML-PKDD 2024)

e 5.2 Parameter Efficiency: GNNavi -
Prompt-based parameter-efficient fine-tuning
(ACL 2024 Findings)

Research
Threads

Ch4: Prompt-based fine-tuning (zero-shot
cross-lingual transfer)

e 4.1 Prompt-based FT vs. Vanilla FT (KONVENS 2023)
e 4.2 TOPRO: Token-level prompt decomposition

fine-tuning (EACL 2024)
e 4.3 Cross-lingual parsing for historical German (ALP @

RANLP 2023)

Ché6: Human-inspired understanding of
language models

e 6.1 LLMs as neuro- vs. psycholinguistic subjects (ACL
2025 Findings)

e 6.2 Understanding language confusion of LLMs
(EMNLP 2025 Findings)




Training-free Prompt-based Learning
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Training-free prompt-based methods for

multilingual learning - Calibration e zsfidinas

Zero-shot prompting

reformulates the input examples
into cloze-style prompts.

Example:

Worked as stated! A11 in all, it was [MASK].

The model is requested to compute the
probabilities of predefined label words as
fillers for the masked token position. (e.g.
“good” or “bad”)

Bias problem: The output of masked token
prediction is biased towards certain label words.
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Example of model bias in
the prediction of amazon
polarity test data. x-axis
refers to the threshold
probability of good to
classify examples with the
class POS.

Solution: Combining the pretrained encoder models with
calibration techniques to modify the probabilities of label

words predicted by the models.
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Calibration Results

(EMNLP 2023 Findings)

Our proposed calibration method: Probability Penalty

The core idea is to introduce a penalty term that is added to each individual label word probability.

alylx, £) = p(ylx, t) + p

Calibration Results on Multilingual Encoder Models

AG News | Amazon-S | XNLI | PAWS-X | Avg.
m-B:E:R'I‘Base
+ no calib. 32.8 20.5 33.6 33.9 30.2
+ PMipc 48.8 22.5 33.6 444 37.3 e We experiment with three existing calibration
+ CBM 53.8 25.1 34.9 49.2 | 40.8 .
+ €€ finax) 53.9 23.9 35.1 448 | 3094 methods and our proposed method (4 in total)
+ Penalty (max) 54.6 23.8 35.3 471 40.2 on 4 multilingual classification tasks.
XLM-Rgase .. _
o b, 154 ”19 350 317 235 e Theresults on mulfllu.‘lgua_l BERT and X-LM R
+ PMipc 50 8 23.0 33.6 378 38.6 show that all four calibration methods improve
+ CBM 63.3 28.9 37.8 46.3 44.1 the multilingual performance averaged across all
+ CC (max) 59.6 23.7 35.3 43.7 40.6 tasks
+ Penalty (max) 57.5 23.6 35.8 43.4 | 40.1 '

Oct. 2025 7



Training-free prompt-based methods for

multilingual learning - Retrieval augmentation

(ACL 2023 Findings)

Cross-Lingual Retrieval
Augmented Prompt (PARC)

Motivation:

e improve the zero-shot transfer
performances of low-resource
languages (LRLs) on natural
language understanding tasks,

e leverage the cross-lingual retrieval
and the multilinguality of
multilingual pretrained language
models (MPLMs).

— Propose the PARC (prompt augmented
by retrieval cross-lingually) pipeline for
low-resource languages.

Step 1: Retrieval from

high-resource
language corpora

Step 2: Prediction
with a
retrieval-augmented
prompt

Input:
D00 SaDIES T3D ey Sorr SZVod!

Cross-lingual
Retriever

stated!

|
Wonderful! Works as ooz | DAY
L)
|

- —
Prompting
‘engineering
—————— g ——————— -
Wonderful! Work as stated! In
summary, the praduct was [MASK].

L] T

1

{/
|
|

\

|

|

. |

(Does exactly what is adverticogH) = == JI- ..... |
! | Self-prediction —--->| great }

. \ )

English retrieval: Label Input:
Wonderful! Works as T Sado Saverid T pdydorr Sxvod!
stated! [? I (Does exactly what is advertised!)

T
Prompting
engineering

v
0o Saberid T wdydorr SZvod!
In summary, the product was [MASK].

[Rmp——— 1 [ |
engineering

k2
Wonderful! Work as stated! In
summary, the product was great.

Concatenating

Retrieval-augmented prompt:
Wonderful! Work as stated! In summary, the product was great. ardo daveddss
T pxdySorr Swod! In summary, the product was [MASK].

Prediction:
I great I I ‘pos’ |
8




PARC Results

(ACL 2023 Findings)

Main Results Effect of Languages:
| Amazon | AGNews ’ XNLI | Avg. Pre.h,aining data size Unlabeled | Sim. source size target size
corr p corr p corr p
MAJ 50.0 25.0 33.3 36.1 of LRL and language Spearman | 0.28 0.05* 0.20 0.16: 031 0.03
Direct 53.8 36.3 33.1 41.1 correlate to the labeled | Sim. source size target size
Finetune 68.6 57.9 345 53.7 Transfer performqnce' corr P corr P N corr P
PARC -unlabeled | 58.4 467 335 | 46.2 Sl Bl e e e
PARC -labeled 68.9 67.6 35.8 57.4
. L Effect of #retrieval o et
We experiment on three classification tasks samples: 70 //,,,kf/-/*—’*f was)
covering 10 languages. ] = 26 Hewso
e PARC performs better than the direct Ir;cria.smg d'rhe nunr:rber g A
baseline in both unlabeled and labeled orreirieved prompts 50

improves performance

settings. when k is small.

e PARC in labeled setting outperforms the
fi neTuning baseline' #k: Number of Retrieved Crosslingual Samples

Oct. 2025 9




Training-free prompt-based methods for

multilingual learning - Knowledge editing

(ACL 2025)

Cross-Lingual In-Context
Knowledge Editing (IKE)

Motivation: Investigate the application of
prompt-based learning for cross-lingual
knowledge editing.

e We infroduce BMIKE-53, a
multilingual knowledge editing (KE)
benchmark, covering 53 languages
and three diverse KE datasets.

e We extensively evaluate
gradient-free KE methods under
various IKE setups on BMIKE-53,
providing valuable insights into the
effectiveness of in-context learning
for cross-lingual knowledge editing.

zsRE
Edited (en): what war did Carlos W. Colby fight in? Korean War:
Knowledge' :
()| FRNW-RUREES5 T R ER 2 EEHR ?
Which conflict between two countries did Carlos W. Colby
Test Query: participate in?
CounterFact
Edited (en):In which continent is Shinnan Glacier located?
Knowledge:Europe
(zh) K| PR EE R FE A SRSl 2 FREELL ? )
1cn mountain 1S e highest pea on e continent where e
Which t the highest k th t t wh th
Test Query: shinnan Glacier is located?
WikiFactDiff
Edited (en) :For which team does Masaki Yamamoto play? Team
Knowledge :Uky0
() | LA A ERER ? _
Test Query Who is the owner of the team for which Masaki Yamamoto plays?
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Setup of Cross-Lingual IKE and Findings

(ACL 2025)

An example of cross-lingual IKE

Edited knowledge (source language - en): Zero-shot cross-lingual IKE
When was Darrell Spencer born? 1944 Pro, New fact: "When was Darrell Spencer born? 1944" L
Mpt °°"s'mc _ Questions: "Bei welchem historischen Ereignis wurde Darrell Spencer geboren?" Answer:
Locality query (farget language — de): tion,
Bei welchem historischen Ereignis wurde Darrell Spencer geboren? .
One-shot cross-lingual IKE
= > New fact: "What did Earl Hooker die of? tuberculosis" \

Types of In-context Learning Demonstrations 4 Question: "Was war die Todesursache von Earl Hooker?" Answer: "Tuberkulose” |
: New fact: "In what war did Jesse Orin Creech fight in? World War I" 3 {" New fact: "When was Darrell Spencer born? 1944" .V

Question: "In welchem Krieg hat Jesse Orin Creech gekdmpft?" Answer: "Erster Questions: "Bei welchem historischen Ereignis wurde Darrell Spencer geboren?” Answer: |

Demo v N
Weltkrieg” / Zweiter
& ) . o » Weltkrieg
(i New fact: "What did Earl Hooker die of? tuberculosis” ) _Few-shotcross-lingual mixed IKE y
i Question: "Was war die Todesursache von Earl Hooker?" Answer: "Tuberkulose” B >E Demo1 Demo2 Demo3 |Demo4 [Demo5 [Demo6 Demo7 |Demo8 f A
i J i H /
! N b SRR e ‘
i New fact: "What position does Malcolm Partridge play? Forward" ) New fact: "When was Darrell Spencer bom? 1944 ,“
i Question: "Wer war der Quarterback der Wikinger 1993?" Answer: "Jim McMahon™ ";\ L Questions: "Bei welchem historischen Ereignis wurde Darrell Spencer geboren?" Answer: |
4
Few-shot cross-lingual metric-specific IKE
! New fact: "Who is the architect that designed Toodyay Fire Station? Wyndham Lewis"\ T ..Ag,_, P
| LY Question: "Mit welcher Kunstbewegung ist der Architekt von Toodyay Fire Station in :
| BEZEZN Verbindung gebracht?” Answer: "Wirber |- T I IS T e s .
i J New fact: "When was Darrell Spencer born? 1944"
Questions: "Bei welchem historischen Ereignis wurde Darrell Spencer geboren?" Answer:

e Larger models better handle cross-lingual reasoning and knowledge preservation; and gains are most evident
in complex queries (e.g., portability query).

e Performance positively correlates with syntactic and phonological similarity to English, and Latin-script
languages perform better than non-Latin. Script mismatch is a major bottleneck for multilingual KE.

Oct. 2025 11



Sum-up

Prompt-based methods, when carefully calibrated and augmented, are highly
effective for zero- and few-shot multilingual prediction.
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Prompt-based Fine-Tuning

Prompt-based Learning ‘
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Prompt-based Fine-Tuning for zero-shot
cross-lingual transfer

(KONVENS 2023)

Prompt-based fine-tuning
vs.
Vanilla fine-tuning

Prompt-based fine-tuning
for zero-shot cross-lingual
transfer

Oct. 2025

(a) Vanilla finetuning

cross-lingual transfer

Encoder J L Encoder }

L 1 Tt 1.1 1 1 1

)

: Input i
[CLS] Works as  stated ! [SEP] [CLS]  Works stated 1 It was  [MASK] . [SEP]

(b) Prompt-based finetuning

/ training
=

[ This was a gift for my son. He loved it. ]

P(x) l

[ This was a gift for my son. He loved it. }
In summary, the product was [MASK] .

@ (=]
o Y,

inference \
X \

[ Beim zweiten Gebrauch bereits undicht!!! }

P(x) l

L[ Beim zweiten Gebrauch bereits undicht!!! ]

In summary, the product was [MASK] .

() s o0
s
® Y

Training on English data:
prompt pattern, verbalizer,
fine-tuning by mask token
prediction

Inference with target
languages
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Token-Level Prompt-based Fine-Tuning

Token-level decomposition
fine-tuning (ToPro)

Generalize prompt-based fine-tuning

from sentence-level to token-level

tasks, such as POS tagging and NER.
e Given an input sentence

X = X1, X2, yXn
e Decompose the sentence Xinto n
tokens

e Apply the token level prompt
function T(X,x) n times such that
each token x;has a prompt

The prompt pattern used in this
example:

(EACL 2024)

T(X, x,) =

T(X, x,) =

/ s [ Works as stated ! ]\
|

- B
[ Works as stated ! ]

Th tag of | Works |is a kind of [MASK] .
g e pos tag o |sa ind of [l ])

[ Works as stated ! ]

Jhe pos tag of is a kind of [MASK] -

( )

[ Works as stated ! ]
Th f | stated |isaki f [MASK] .
| e pos tag o |sa ind of [MASK]
e

[ Works as stated ! ]

N

| The pos tag of (' JisakindofMAsSK] J%

15



ToPro Fine-Tuning for Zero-Shot Cross-Lingual

(EACL 2024)
Tasks: Main Results:
e PAN-X for named entity recognition (NER) in 41
e UDPOS for POS tagging in 38 languages (Nivre et Vanilla Fine-Tuning ~ 6273 70.89

al., 2020) mBERT  Prompt-Tuning 5676  69.91
TOPRO Fine-Tuning  81.91 76.16
Models

e Encoder-only Models: Vanilla Fine-Tuning 61.30 72.42
o Multilingual BERT (Devlin et al., 2019) XILM-R  Prompt-Tuming 5305 7186
o XLM-R (Conneau et al., 2020) ToOPRO Fine-Tuning  80.03 76.16
e Encoder-decoder Model:
o Multilingual T5 (Xue et al., 2021)

Vanilla Fine-Tuning 64.19 71.38
mT5 Prompt-Tuning -k %

. ToOPRO Fine-Tuning 92.82 86.11
Baselines

e Vanilla Fine-Tuning: predicts the token labels

through the hidden states of each token in the e  ToPro Fine-Tuning outperforms Vanilla

output layer without using a prompt pattern.
e Prompt Tuning: only trains the parameters of

oct 2025 continuous prefix prompts (Tu et al., 2022).

Fine-Tuning and Prompt-Tuning
substantially across both tasks.

16



Parameter-Efficient Prompt-based Fine-Tuning

(ACL 2024 Findings)

Prompt-based PEFT Iab)lpelme b
N Positive p GNN Layer
(GNNavi) I !
LM head . .
Pa rqmeTer-effiCienT fine'funing (Decoder-only LM \ 3 Review: ... Sentiment: Positive Review: ... Sentiment: Negative Review: ... Sentiment:

(PEFT): optimizes a relatively ERcAonisye e \W e . W

small subset of an LLM’s )
Decoder Layer e g

parameters < @ Y 000 N
GNN Layer L o c) E “/ @ Message passing
) ) . o 2 Information aggregation
Motivation: Inspired by o QO
information flow of in-context Dem'e';myer Tl e
learning, uses GNN to navigate \ /, N - )

information | SRR

Review: the greatest musicians Sentiment: Positive Review: sometimes dry Sentiment: Negative Review: funny yet Sentiment:

(a) A GNN layer is inserted into LLM, taking a sentiment analysis task as example.

Note: Only parameters in the GNN layer are updated in fine-tuning.
(b) The input text is transformed into a graph, with tokens as nodes and information flow paths as edges.
(c) Visualization of the working mechanism of the GNN.

17



GNNavi Results

(ACL 2024 Findings)

Method #Param SST-2 EmoC TREC Amazon AGNews Average ‘ #Param SST-2 EmoC TREC Amazon AGNews Average

GPT2-XL ‘ Llama2
k=0
ICL - 55.44 6.48  54.68 53.32 72.12 48.41 ‘ - 67.55 9.60 70.36 94.98 84.14 65.33
k=5
ICL - 63.17 6.30  57.68 53.67 50.43 46.25 ‘ - 8693 20.18 45.72 92.30 80.16 65.06
LoRA 25M 9198 50.60 75.20 88.80 85.20 78.36 42M 95.42 6420 88.40 91.80 86.60 85.28
Prefix 6.1IM 59.13 7346 3292 60.00 75.40 60.18 39.3M 50.96 5856 21.36 49.36 25.78 41.20
Adapter 154M 79.82 76.00 79.60 91.45 81.25 81.62 198M 50.92 84.05 18.80 49.45 24.80 45.60
FPFT 1.6B 6213 6130 65.28 73.00 80.82 68.51 6.7B  94.63 61.92 81.72 95.86 87.58 84.34
GNNavi-CGN 2.6M 8431 7548 76.72 90.90 83.16 82.11 16.8M 9456 7830 83.2 94.00 86.25 86.63
GNNavi-SAGE 51M 8195 78.70 77.92 88.66 82.88 82.02 33.6M 9291 80.12 80.80 95.66 86.06 87.11
=200
LoRA 2.5M 90.83 80.80 90.80 82.00 86.20 86.13 42M 9129 86.80 93.60 95.80 90.40 91.32
Prefix 6.1IM 5092 80.18 69.80 59.80 79.08 67.96 39.3M 4835 81.72 45.68 52.28 27.54 51.11
Adapter 154M 8865 80.70 96.60 92.30 89.80 89.61 198M 50.92 85.05 88.20 49.45 81.50 67.57
FPFT 1.6B  68.97 73.70 80.16 74.82 85.34 76.60 6.7B  95.64 79.90 96.76 96.12 91.44 91.97
GNNavi-GCN 26M 90.67 78.82 91.88 92.94 89.20 88.70 16.8M 9536 8285 95.50 96.45 91.05 92.24
GNNavi-SAGE 51M 90.46 82.68 92.32 93.44 89.28 89.64 33.6M 9530 81.94 94.76 95.96 90.68 91.73

e GNNavi outperforms all the baselines on average.

e The performance improves as training examples increase
Oct. 2025 18



Sum-up

The benefits of prompt-based fine-tuning can be extended to structured
prediction tasks via token-level decomposition (ToPro) and to
parameter-efficient paradigms via GNNavi.
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Human-Inspired Model Analysis

Prompt-based Learning
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Human-Inspired Understanding of Language

Models

(ACL 2025 Findings)

Understanding Language Models via probing techniques

e  Probing: Investigating the information encoded in the models and the model properties
Probing from Neuro- vs. Psycholinguistic Perspectives:

Psycholinguistic

Neurolinguistic

Direct probability measurement

S2

Metalinguistic prompting

Here are two English sentences: 1) A
whisk adds air to a mixture. 2) A cup
adds air to a mixture. Which one is more
acceptable? Respond with either 1 or 2.

S; = A whisk adds air to a mixture. —» @ —> P(S) } P(Sy)

A cup adds air to a mixture. —p @ — P(S,)

P(S2)?

= @ — (1) > P2

Minimal pair probing
classifier

—> H —

internal activation
P(acceptable) =? /
classifier

—H N —

internal activation

S—

SZ_'
P(unacceptable) =?
Diagnostic probing

— [ W

internal activation

Si—»

Language Performance

i

Metalinguistic prompting

e Psycholinguistic paradigm measures the model’s output probabilities, directly reflecting the model’s behavior and performance.

1

Direct probability measurement

» Language Competence

Neurolinguistic

e Neurolinguistic paradigm delves into the internal representations of LLMs.

21



Minimal Pair Probing for Linguistic Form and

Meaning (ACL 2025 Findings

llama2 llama3 qwen
. 1.0 llama2 llama3 qwen
Form: Grammatical phenomena . o 10
8 o5 Lt /
. . 8os femmmmme- - | /: 2o |/ /ﬁ
Meaning: Conceptual understanding * g
o4 llama2_chat llama3_chat qwen_chat i 00
1.0 ’
o 1.0
o s
S a
1.0 ? 05 [ofrmmmmmmmmme ¥ 2t i T =
c 7 / 7 T )Kt?____ | -
AAA%\AAAéAiAAAAAAAAVAAAAAAAAA 0.0 é’
08 o e A o 20 0 20 0 20 00
K ¢ £, a8 RR2eReE Qi&ﬂé Q;QQQ = layer index layer index layer index 10
/ QQ++'+ B e e HOF R A d Form  —— Meaning. I f ‘8—
& LLMs encode grammatical features e
A GXH* 2
0] WL g5 o4 NNNN | _ 7 TNNY | aEEEESSS
5 06 / %+ _— better than conceptual features. 5% D il e
+ Q chance level =
7 8
L : 00+ A 09 layer index
04 K * >~ anaphor_agreement argument_structure e —
a +- determiner_noun_agreement ellipsis = Form 2 Form 9
E g;i?:lf_’;fr;m_:gwemem f's'::;;f_ae‘;—e";:e""e"“ 2 | = Moaring 2 | == Veaning Disparity of form and meaning
02 Guantifirs 0= laxonomic g g competence across languages.
npi_licensing +- overlap 5 5
binding %~ co-occurrence i g
control_raising A~ random % x
0.0 @ =
0 5 10 15 20 25 30
llama2 layer index R e e e
Oct. 2025 - ~ . ) 29
LLMs encode meaning after form.



Mechanistic Understanding of Language

Confusion in LLMs

(EMNLP 2025 Findings)

English-centric large language models exhibit human code-switching-like language confusion.
Language Confusion vs. Code-Switching

e Code-switching: Natural, intentional alternation between languages in human communication.
e Language confusion:

o Unintentional, erroneous language switching by LLMs.Not contextually appropriate;
o reflects model failure, not communicative intent.

Example of code-switching Example of language confusion

: I'm goed, and you?
| ” Usermpt Saa S 158 (06 Lk ly LU g o 0 Lo )

English translation: What is the difference between the

Soy bueno, want to go to class? Meccan and Medinan surahs in the Holy Quran? )

The difference between Meccan and Medinan surahs in the
LLM Response § Quran is a significant aspect of Islamic studies. Here's a

brief overview:
m fg} **Meccan Surahs (4 jg):™
1. **Time period:** The Meccan surahs were revealed during
the early years of Prophet Muhammad's prophethood, ...

Oct. 2025 23



Neuron-Level Attribution

(EMNLP 2025 Findings)

Goal: Identify which neurons are most responsible for the emergence of confusion points.

(a) Individual Case

Method: 1007
e For each confusion case, compute the importance of every FFN neuron o -
at the token before the CP using the log-probability increase method.
e Rank neurons by their influence on the model’s prediction at the CP.
Metric:
e Importance score = increase in log-probability of the CP token when 20
the neuron is activated.

count

40 A

—&— Llama3 FFN value neurons

Findings - Distribution of Critical Neurons
e  Critical neurons for confusion points are highly concentrated in the final
layers.
e This pattern holds both for individual cases and when aggregated
across all samples.

e These findings reinforce the conclusion from the previous layer-wise 3 7
analysis: language confusion is tightly linked to the activity of specific 50 -
FFN neurons in the final layers. 25 1

Oct. 2025

10 15 20 25 30
layer

(b) Aggregated Neuron Scores

150 A

—&— Llama3 FFN value neurons




Language Confusion Mitigation
(EMNLP 2025 Findings)

Confusion mitigation performance of different selection strategies

ar pt tr zh es fr hi ru ja ko de id it vi Avg.
original 3344 7426 3755 2404 77.15 63.16 1647 2820 17.44 2350 23.00 27.33 39.83 14.79 35.73
freq 31.75 75.10 36.51 22.09 76.29 6698 18.66 27.70 19.29 23.08 2225 27.83 3945 13.58 35.75
score 76.97 9341 67.61 80.63 91.22 74.77 60.00 5032 53.50 33.25 4027 5358 96.00 67.56 67.08
comparative 8545 97.12 5727 89.39 9220 83.17 82.74 8943 4995 4033 80.82 7894 9525 66.50 77.75

Case 1 (aya-zh, id1) Case 2 (okapi-zh, id5)

e Substantial improvement in input: S — R X RAA R BB R,

Input: IERRBRAEIEIE BB, Please explain “#77 15

line-level pass rate (LPR) and
accuracy after neuron editing.
Comparative importance
selection achieves the highest
gains, matching or approaching
multilingual-tuned models for
most languages.

Oct. 2025

A1

Before Neuron Editing: English Translation: "To tear down the
eastern wall to repair the western wall" - Meaning: To solve a
problem by creating a new one, or to fix one issue by making
another one worse.

After Neuron Editing: “#5 7~ & #hFOiE" 2 P E & K8 — G RS
. ENERRMRROBNGESBAROBWRE - A2
B MARAREINR", \n ..

Multilingual Llama3: 2023-03-23 14:34:23 {FRIE*MNEREH
BREENTRRAEN AR TEFENEANSE, AR
EiERRAARS, ..

Before Neuron Editing: English Translation: "To tear down the
eastern wall to repair the western wall" - Meaning: To solve a
problem by creating a new one, or to fix one issue by making
another one worse.

After Neuron Editing: SHIB{EM\nBERIXENEEN: 28
~2? \nEHSHNETT, BREIRBEERANMIBEE
EPR—ED. A, ERERIXEENIBAEE?

Multilingual Llama3:

1(https://www.zhihu.com/question/34614445) \n[4{a]

HEHEBEEEPEIFHRFRRINES

18?2 ](https://www.zhihu.com/question/34614445)
25



Sum-up

Human-inspired probing can reveal a gap between model performance and
competence.

Mechanistic interpretability can identify and mitigate language confusion.
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Summary

Unified contributions:

Prompt-based learning: bridge between efficiency and human inspiration
Training-free multilingual prompting: calibration, retrieval augmentation, knowledge
editing

Efficient prompt-based fine-tuning: ToPro, GNNavi

Human-inspired interpretability: minimal pair probing, neuron editing

Conclusions:

Prompt-based methods, when carefully calibrated and augmented, are highly effective for
zero- and few-shot multilingual prediction.

The benefits of prompt-based fine-tuning can be extended to structured prediction tasks
via token-level decomposition (ToPro) and to parameter-efficient paradigms via GNNavi.
Human-inspired probing can reveal a gap between model performance and competence.
Mechanistic interpretability can identify an mitigate language confusion.
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Future Directions

e Culturally & socially aware multilingual NLP and language modeling
e Cross-Cultural and Cross-Lingual Conceptual Understanding
e Cognitive-neuroscientific grounding for interpretable LLMs

e Brain-LLM alignment & human-LLM behavioral alignment
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