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About Our Lab

Schiitze Lab @ LMU Munich Home  People  Publications  Project

Welcome to the Schitze Lab

We are a dynamic research group at the Center for Information and Language Processing at
Ludwig Maximilian University Munich, under the supervision of Prof. Hinrich Schiitze. Our
research areas include:

¢ Large Language Models (LLMs)JWe explore the behavior, structure, and potential of LLMs,
examining their capabilities, biases, and self-assessment mechanisms to improve

» Knowledge Expansion in NLP ModelsgWe investigate how models can acquire and
integrate new knowledge over time, using techniques that help improve their
comprehension and generation abilities.

* Representation Learning and Interpretability:

o alfd CoO eptla O dllO DV dlld

e study how language models represent
zing neurons and internal circuits to better

understand and refine model behavior.
o Multilingual NLP:@Ne address challenges in processing and evaluating multiple languages
' y developing benchmarks and methods for multilingual evaluation, including work on

SCI& = : https://cisnlp.qgithub.io/

- = . :
e integrate language understanding into robotic P : https://www.cis.Imu.de/

systems to enable natural, adaptable interaction in multimodal environments.

Sept. 2025
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About MCML (Munich Center for Machine Learning)

Serves as the basis for

‘ BIFOLD methodological advances Foundations of
in the field of Machine Machine Learning
Learning

' LAMARR
p sz |

Il P Perception, Vision . -
D Domain-specific
Sca SAI Research area at the and Natural Machine L:arning
g S L interface between Language

computer science and Processing
cognitive science

dfkl Deutsches Forschungszentum

fir Kinstliche Intelligenz
German Research Center for
Artficial Intelligence

Tﬂ tebingen.i MCMLE M : https://mcml.ai/#about
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Development of
Machine Learning
methods in
application-oriented
fields, e.g. medicine,
biology or ethics
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Research Profile (1)
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FRGART KIEHNSESEN

Zero-shot Step 1: Retrieval from high-resource language corpora

The model predicts the answer given only a natural language
description of the task. No gradient updates are performed.

English retrioval:

Label

Cross-lingual
Retriever

Translate English to French: task description

cheese => prompt

(

Input |
‘memw_,mmml I
i

i

i

\

(Does exactly what is advertised!)

— - ]

One-shot

Nie et al. (2023

In addition to the task description, the model sees a single
example of the task. No gradient updates are performed.

Step 2: Prediction with a retrieval-augmented prompt

Input:

Wonderfull Works as
stated!

Wonderfull Work as stated! /1. | |

D00 SabeED B0 B3 dorr 300!
summary, the product was great.

In summary, the product was [MASK].

Retrieval-augmented prompt:
ey e el |

T o) dorr

i Prompt-based fine-tuning vs. vanilla fine-tuning LA
Translate English to French: task description
sea otter => loutre de mer example m.m
cheese => prompt 1
1 1
Fine-tuning 3\ B\
The model is trained via repeated gradient updates using a Encoder Encoder
large corpus of example tasks. &
) 1 1 1 1 1 1
sea otter => loutre de mer example #1 Input: | i !
[l woks 2 soe 1 gl i s woks m  wwes 1 n was (wl iser) H

(a) Vanilla finetuning

(b) Prompt-based finetuning

Prompt-based fine-tuning for zero-shot cross-lingual transfer
cross-lingual transfer

peppermint => menthe poivrée example #2 training )
MPLM
x
[ This was a gift for my son. He loved it. ]
P() 1
[ This was a gift for my son. He loved it. ]
plush giraffe => girafe peluche example #N

In summary, the product was [MASK] .

E] v(y) -@ 'j
y —

inference

x

[ Beim zweiten Gebrauch bereits undicht!!! ]

P(x) l

[ Beim zweiten Gebrauch bereits undicht!!! J

In summary, the product was [MASK]

E] output

a et al. (2023)

Brown et al. (2020


https://papers.nips.cc/paper_files/paper/2020/file/1457c0d6bfcb4967418bfb8ac142f64a-Paper.pdf
https://aclanthology.org/2023.findings-acl.528.pdf
https://aclanthology.org/2023.konvens-main.1.pdf

Research Profile (2)

GNNavi: —F#% L T3 % JERRE XNEMEMESHRmBR BAE

mﬁo\rmation aggregat,bn m(ormation aggregat,-()n
/ /// /
Shallow
Review: | dislike ... Sentiment: Negative Review: A good ... Sentiment: Positive Review: ... Sentiment: Layers

Label Prediction

Review: | dislike ... Sentiment: Negative Review: A good ... Sentiment: Positive Review: ... Sentiment: Deep

BHMNLPA S | 3 HER R SIR S 1 T SR IEE, g atal 202 =
£ 3 0E (PEFT) . BRIBTREZ A1, BRAENLPAE

WA BRI B TS AT AL T .

m S TS

Decoder-only LLM ,»”' Review: ... Sentiment: Positive Review: ... Sentiment: Negative Review: ... Sentiment:

Decoder Layer w \M
Decoder Layer 4 —
- g 5 iodes
GHIEEVer - - c) @ { T Message passing
Le] = Informati i
Decoder Layer i Q Information aggregation
s @
Decoder Layer L

Review: the greatest musicians Sentiment: Positive Review: sometimes dry Sentiment: Negative Review: funny yet Sentiment:

Sept. 2025 Yuan et al. (2024)


https://aclanthology.org/2023.emnlp-main.609.pdf
https://aclanthology.org/2024.findings-acl.237.pdf

Research Profile (3)
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Probing

Human Brain
neursisgna

|} [56000000000] ‘

OO000000000
00000000000
00000000000
—, [00000000000!
— | O

<OXE5>

Do LLMs work in English? (Wendler et al., 2024)

Neuron Attribution and Intervention

User Prompt

grammatical

Spa ST STl 0 Ty LT gl Gl Le
English translation: What is the difference between the
Meccan and Medinan surahs in the Holy Quran?

The difference between Meccan and Medinan surahs in the
Quran is a significant aspect of Islamic studies. Here's a
brief overview:

**Meccan Surahs (1 ygu):™

1. **Time period:* The Meccan surahs were revealed during
the early years of Prophet Muhammad's prophethood, ...

Mechanistic understanding and mitigation of language confusion
in LLMs (Nie et al.. 2025)

Output
A Language Transition
30
n+2 Object Extraction
in Latent Language
n+1
" Relation Processing
in Latent Language
1
[
Embed

INEANEEMERE? BRE:

(What is the capital of Canada? The answer is:)

Z{0%" ("Toronto”)

Chinese, wrong ¥

"Ottawa"

]
- English, correct

Layer representation

Embedding

Unembedding

[ B:mx otawa) |

Cross-lingual factual recall inconsistency (Wang et al., 2025)



https://arxiv.org/pdf/2505.16538
https://aclanthology.org/2024.acl-long.820.pdf
https://aclanthology.org/2024.lrec-main.402.pdf
https://arxiv.org/pdf/2504.04264

— KIBEEEEML?
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= UAARHRKIBERENA
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LLMs transformed various applications

* Education
* Law
LG | ISI-< I /| | .
. * Finance
Code generation Computer use
Cursor, GitHub Copilot, Devin, Google Jules... Anthropic Claude, Google Jarvis, OpenAl Operator * Healthcare

* Cybersecurity

Personal assistant Robotics
Google Astra, OpenAl GPT-4o,... Figure Al, Tesla Optimus, NVIDIA GROOT...

Source: https://llmagents-learning.org/slides/lim-agents-berkeley-intro-sp25.pdf 11
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Zone 1 Zone 2 v Zone5 N Zone6 Zone 7
| O Meta Al \ = :
Text Generation \ %C) S, Native L
Language . 3 C lage |\ (FERLM =\
Models Embeddings & side 1 ~nvIDIA  Action \ =g "IUs ()
f | Niche End-User
- $sphee  BL M Models \ n- '2‘ Al Applications
assifications | |
Knowledge Answering / Large
/ B & | Playgrounds &
- ehaviour | DI Frompt [ 4
SpeeCh Recognltlon // TII ! Models | ) Engineering 'g'
/ y
Language Translation Eglibeiry | Vector W
y | enerative
Dialog Generation // Reasoning Models / Stores Assistants

A
/" Ai21labs :

&

g

y 0) .0 Data
/ {00k Centric
B" @ Tooling

/ \ ./ Content &
s Language y 07 Flow ~ldea
™ ft Al :
L Models with Vision ' CS& Builders Creation
o v
il & deepseek ° COhe*e
ot 4 (=) Hosting -
i /- - / =" Data Extraction &
,,,,,, — ANTHROP\C s;,»Qwen y y == & Hubs Conversational
--------------------- p Function Calling = L Jsearch
L BAIDU Al CLOUD @ Moonshot Al y Quantisation
ili i o : y & o Small Writi
stability.ai :: 22 Google Al Computer Use V. {scal @ Language C— Assletart
. oca Models - - | SEO
@Open Al © Googe Decphind Frameworks 7 ol0NS Offline oce's) R i
' > % @ Inference Servers

Source: https://cobusgreyling.medium.com/the-langu

age-model-landscape-is-being-disrupted-again-e6e992c57f8e
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MTransformersZ| Kig 5= &

Qutput
Probabilities

T ™
(BERT € 6PTs,)

N J
e Two parfsj\E;er & Decoder

e Core modules: Multi-head attention

e ree of L | M (hatbots

. . e d ¢
Evolution from Transformer architecture to ChatGPT A oo
@ Q GPT-3.5 —_—

s [ ChatGPT

Linear

Add & Norm

Feed
Forward

Auto Bot Builder

e ° O B wrssonie
0 13B

MT5" ) .mpa = @9 gie Workspace

d palM 137B ool Bard

Add & Norm

£od & Norm Multi-Head GPT GPT-3 ChatGPT W
IR Altention Generative Even bigger More human :’N‘;:;‘;)P\c T nehia
Forward Nx pre-training model feedback Z Ehude
\_I 0 Yy
000 [
Add & Norm BaidEE [ ERNIE BOT
Nx Add & Norm T AN (
MUt Hoad Multi-Head Transformer InstructGPT
Attention Attention Attention is all Multi-task Learning from 1208
A ¥ [y ) you need training human feedback OPT-ML  Galactica %
\—— ) L — ) 1758 ?;gréderaot:ﬁ\(
Jurassic-1
Positional D q Positional o o o ARllabs —— " 1758
Eneeding Encoding @LGAIResearch —————— <
Input Qutput 5
Embedding Embedding Megatron-Turing NLG .
sl . tm
Inputs Qutputs

(shifted right)

Sept. 2025 13
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k]‘g *E}FIJ ' ln\-l‘l:l = iEE

B 215 & A (Natural Language Processing, NLP) ##& A\ TE g 27 £ iR
BRERTER EELBOXEEERS| MERRK AIRRE

: Personalized learnin
Conversational agents :

Content creation
Find bugs in code

Language preservation

Universal design Translate text

Automated customer service

Help with formulation Daily productivity

Create summaries

NPC dialogue in video games
Analyze text

Sept. 2025
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Personal assistants - Everywhere!

O o

andrew mecallum .

p
0 , you g o

coolies Andrew McCallum
K8 Leammore

Andeow McCalum i  prfeseor and esearcher in
Andrew McCallum Homepage the computer science department at University of
W3, umas. 60u/-mecallum - Massachusets Amherst
Machine leaming et and nbrmason rvievsl and exvacton,renbrcament

learning.
Andrew McCallum Publicatons - Andrew McCallum Bio - People - Teaching

Education: Dartmouth College, Universty of Rochester
Andrew McCallum - London Metropoitan University Awards: Best 10-year Paper Award of the ICML
W londonme.ac.uk/faculties/facuty-of...k.../andrew-mecallum/ -

London People al h for
London Met in 2008. He is course tutor for the PGCE in Secondary English ... ‘eople also search for

Andrew McCallum - Wikipedia, the free encycloped
an.icpede ogwkiAndrew_MeCallum * A/

researcher in

iy ey e ey eSO TomM.  LeeGles DavidM.  Michael  Robet
i i po—y Michell Blel Colins  Schapre
m- ingdom profiles | Linkedin ”
uk linkedin.com/pub/dir/Andrew/Mccallum - J
View the in
There are in..

Sept. 2025 Credits to Prof. Barbara Plank
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| am learning chinese

B Documenten

NEDERLANDS ENGELS v &

O®
X 0

Zhongweén

Chinese

Sentiment140

Google NP
B Microsoft

Andrew McCallum

Sentiment analysis for NLP

Sentiment by Percent

‘,

attended

UDIGD) ENGELS

English :  Search

Sentiment by Count

NEDERLANDS

JordanBone1 toaNL

1

ROCHESTER

y Tike a chode.

& wowcher o
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KB EME : Large Language Models

4 AlOverview

A Large Language Model (LLM) is a type of artificial intelligence
(Al) that uses deep learning algorithms to understand, gener-
ate, and process human language. Trained on massive datasets
of text, LLMs learn complex patterns and nuances of language to
perform tasks like answering questions, summarizing text, trans-
lating languages, and creating original content. Examples of LLMs
include ChatGPT, Google Gemini, and Microsoft Copilot, which are used across various
industries for tasks that require advanced natural language processing. @

models

Sept. 2025
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Large Language Models - Hundreds of Billions of Tokens

200 1.4
Billion Trillion
3 bl
100 pillion  Billion ‘
_ . ®
13y.0. BERT RoBERTa GPT-3 Chinchilla
Human (2018) (2019) (2020) (2022)
# tokens seen during training
corpus size
ELMo
ELMo large
Bert
Bert multilingual
GPT
GPT-2
GPT-3 4
10 10" 10" 10"
tokens
https://babylm.qgithub.io/ 16
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MBS REERE

Ft 4 EF TransformersfI KIS A gEwork ? R ZEEEE AR L £,

1B SRR Rk 2 FM T —4* 37 (next token prediction),
BA—NF—PFHh iE—

books

/ / laptops

\\‘ exams

minds

the students opened their

BERRATHENNEERT— T80

More formally: given a sequence of words '), 2%, .. .| z®),

compute the probability distribution of the next word =''*!) :

P(x®V| £®  2l)

Sept. 2025 Source: https://www.cnblogs.com/geeksongs/p/14503429.html 17
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Language model using neural networks

GPT-3/ChatGPT/GPT4 have
175B+ parameters ﬂack—box neural networks :

Humans have 100B+
neurons

N

Source: https://lim-course.github.io/materials/2024fall/lecture-1-introduction.pdf
Sept. 2025 18
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RNIEEBREEA

Next most likely next word

BRSO T —4N Most likely next word Increasingly less likely next words
(Next token predictor) N ’ all O(50k) tokens
the a it
KIEERRNEAREM:
>~ The vector representation
1. 17 rﬁliiﬁ = for the next output token
LLM
) Eﬂ /EE ] (Transformer)
TransformerZEfi 411 4ir  1ir 1T
L] L] L] L —— The vector representation
3. fR#5 | | | | of the input token
The cat sat on

token = part of a word, the atomic unit that LLMs work with

: https: .it.p i .p
Sept. 2025 Source: https://Ixmls.it.pt/2025/slides/lucas.pdf 19


https://lxmls.it.pt/2025/slides/lucas.pdf

T B Rk BtokendZ #R I HE 2 RO L S R ZE
B, XEFEMEMZRE Y A DAL E,

V
0 ) o0 L e R
0 0 o0
L=1|g¢ .0 .. 00
0 0 o0 |pD
B ... RAIE BER

Sept. 2025 Source: https://nlpr.ia.ac.cn/uploads/file/20190514/702bcb7536b2b0897240581875202633.pdf

JRGER
0.241
0.15

0.42
0.51

L0.21-

AR

[0.257

0.12

0.39
0.46

-0.26-

20



Language Model after Transformers:

ne type for all

fe3 fea
Fully-Connected  Fully-Connected

ey

(5x5) kernel (5 x5) kernel F
" pasging s T

valid padding (2x2) valid padding (2x2) dropout)

— A - e @0

@ 01

‘ 3 o '®:

e 1 channels 1 channels n2chaonels  nzchannets| 3 |/ @) 9

— L R s

Encoder

Decoder

Source: https://Ixmls.it.pt/2025/slides/sweta.pdf

Sept. 2025

C<t-1>

h<t-1>

C<t>

fet>

o<t>

x<t>

h<t>

Output
Probabilities

[ Add & Norm ]
Feed
Forward

Add & Norm

Add & Norn Mutti-Head
Attention
Nx
Nx | Add & Norm
Add & Norm Masked
Multi-Head Multi-Head
Attention Attention
it 4 At 4
\ J \ —)
Positional D @ Positional
Encoding Encoding
Input Output
Embedding Embedding
Inputs Outputs

(shifted right)

21
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- L)
Decoding strategy: Samplin s ol “?;0‘0 ~ Add non-determinism to pick the
Pick the next word... \: g next word to output...
- Only from top-k words
- Only from top-p probability space
- Flatten the distribution = Temperature . _ all O(50k) tokens
Repeat the decoding strategy until a rug gnal
special "EOS" token chosen, or until the \ ;
max-length is reached
2 Next token distribution
LLM
(Transformer) Add the next selected
token to the end of the
Ar s g s Ar input sequence
L] L] L] [ [.]
L] | | |
The cat sat on a rug

Sept. 2025 Source: https://Ixmls.it.pt/2025/slides/lucas.pdf
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Beyond text: ZiEZStRE

Transformers: Everything, everywhere, all at once

Anything once tokenized, can be passed through transformers

“The answer “determine
¢ The .(m.»nu e N “sentences have the  "sentiment positive e
is blowing in the wind. T ‘0[, ,I il B of or: negathe?® statements is
6 - . * ; 4 s entailed.”
Natural Language WordBlacs Paraphrase Sentiment Inference
o il
E []
- o -
5t 0 1 12 S il ‘
&7 5 = alilil
'8 Image Patches © A
= 8 C i Detecti Segmentation
Images § g
= =
=
o g b= ‘
,.\- o (%] 0% 1 L3 © ¢
P ) g [ 4 /e
- 5 = _ Wl |
- X © Skeleton Adjacency S
. @© Classificatic Part S Scene
Point Cloud a &
v o = /
@.] @ J @ Q } ‘ Parameter Frozen *
: D | [
)) Spectrograms L: il HE
i s Parameter Trainable
" Speech Classification
Audio Spectrogram Shared Token Space

Sept. 2025 Source: https://Ixmls.it.pt/2025/slides/sweta.pdf 03



LLM Agent: 55X BRI KIS EE

£
: (00000 |
| =
| Memory | Action
|
:* V\l\ i , —
| !
Tool use | :
|
@ |
— | _
— | ’
Betdagal 1 LLM | Feedback Environment
: Reasoning & |
| Planning
\\ ________ rd
Agent

Source: https://llmagents-learning.org/slides/llm-agents-berkeley-intro-sp25.pdf
Sept. 2025 24
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Human-Inspired Interpretability of LLMs

Understanding LLMs via Mechanistic Interpretability (Ml) tools

How does a model arrive at its conclusions?

Mechanistic interpretability
investigates internal representations, neurons and circuits within LLMs
correlates them with interpretable properties or functions

Sept. 2025

Both human brain and LLM are black-boxes

— meaningful to adapt investigation methods
for human brain to LLM mechanism research.
(ref. Keynote talk of Prof. Tom Griffiths at
EMNLP 2024)

“Biology” of LLMs (Anthropic)

26



Why unveiling the “Black Box” matters?

Towards safer LLMs:
* Opacity of Generative Al
* The abilities are “emergent” rather than directly designed
* Risk Identification & Prevention
* Harmful behaviors maybe also “emergent”
* Misuse & Security Concerns
* Jailbreaks, ...
* High-Stakes Settings

* Finance, medical, law, ...

Credits to Zeping YU

Sept. 2025 The Urgency of Interpretability, Anthropic, 2025.4



Decoding probing: Revealing internal linguistic structures and conceptual
understanding of language models using minimal pairs

(He & Nie et al.. ACL 2025 Findings; He & Chen & Nie et al., LREC-COLING 2024)

Understanding Language Models via probing techniques

e  Probing: Investigating the information encoded in the models and the model properties

Probing from Neuro- vs. Psycholinguistic Perspectives:

Neurolinguistic Psycholinguistic

neural signal WO T | Direct probability measurement
777777777777777777777777 A Al <.

S; = A whisk adds air to a mixture. —» @ —> P(S5;)

% [coocooocooooo] ot

“ P($1)
, : =
T, N— S, = Acup adds air to a mixture. —p —> P(S,) /] P(S2)?

eeeeeeee " [00000000000), 4
—, [cocoooo0o00]
. \ {00000000000]

R IeClelelelelelelelolo] M

Metalinguistic prompting

Here are two English sentences: 1) A

whisk adds air to a mixture. 2) A cup . anm o
adds air to a mixture. Which one is more @ P("1") > P(°2")?

acceptable? Respond with either 1 or 2.

. {00000000000]
\ '[coooooooooo]

LMs’ ‘Activations’

Diagnostic Probing (implicit) Probing via Prompting (explicit)
e  Psycholinguistic paradigm measures the model’s output probabilities, directly reflecting the model’s behavior and performance.
e Neurolinguistic paradigm delves into the internal representations of LLMs.

Sept. 2025 28



https://arxiv.org/pdf/2411.07533
https://aclanthology.org/2024.lrec-main.402.pdf

Minimal Pair Probing for Linguistic Form and Meaning

llama2 llama3 qwen
. 1.0 llama2 llama3 qwen
1.0
Form: Grammatical phenomena g o
Q o
W s
. . . e £ 05 [ofmmmmmmmmmn [f==""""""="= [~ Smncw
Meaning: Conceptual understanding . i
: llama2_chat llama3_chat qwen_chat i 00
1.0 ’
® 10
® 5
S @
1.0 L ) ~ A Ff-———======= [~~~ cmrsker T
- 5 05 A )Kt?____ IF e
A‘A\é—éééﬁséei?AAAAAA'AAAAAAAAA 00 é’
08 e B A A A 0 20 0 20 0 20 © 00
. ¢ £, 028202 0RR2E Q:Q,Q,éé 2222229 layer index layer index v layer index 10
/ @ L e e e S At s S S S N Form  —— Meaning ‘8—
A‘QQH LLMs encode grammatical features <
o 5 (g y(::: | e
g 06 { * better than conceptual features. g 0%
9 ¢ ( @ chance level g
L i Q% © 00
%5 g 45 : layer index
04 K >~ anaphor_agreement argument_structure F — .
: . o 25 25 orm Meaning
a +- determiner_noun_agreement ellipsis Form Form
irregular_f il depend ) d . . .
b g;i?:;_’;(;;m_:gwemem i's;;;f_ae‘;—e;:e" oney o 2 | = weaning 20 | = Mearing Disparity of form and meaning
02 quantiiers 9= taxonomic g g Competence across Ianguages.
npi_licensing +- overlap 5 5
binding %~ co-occurrence i g
control_raising A~ random % x
0.0 @ =
0 5 10 15 20 25 30

llama2 layer index

llama2
\I;maii
qwen
llama2
llama3
qwen

qwen_chat
llama3_chat
qwen_chat

s ]
&= £
S S
« o
© ©
E E
8 8

llama2_chat

Sept. 2025 LLMs encode meaning after form.



Interpreting LLMs: Look into weight matrices, activations and logits

LogltLens / TunedLens Our recent study employs LogitLens to dissect
cross-lingual factual Inconsistency in

Logit Lens Visualization English-centric and multilingual LLMs:

O t
utpu Q \\
31 s >3 "8%" (Toronto’)
LEnguags Wansiion ? ' /" Chinese, wrong 3
—flowe... 30 . u;;,./
_flowe... 4
§ —flowe.-- n+2 Object Extraction e B
i} _flowe... in Latent Language "Ottawa"
P i ) . English, correct
w n
- Relation Processing
—ere in Latent Language Layer representation
bel
& :‘ ! Embedding
_hel
. = 0 Unembedding
Tower is arias
Input Tokens arias Embed
. Ll INEXNEERERE? BRE: " B BA (Ottawa
https://www.lesswrong.com/posts/AcKRB8w Kontr... (What is the capital of Canada? The answer is:) | m ( )
DpdaN6v6ru/interpreting-gpt-the-logit-lens o o : e

Lost in Multilinguality: Dissecting Cross-lingual
Factual Inconsistency in Transformer
Language Models (ACL 2025)

(Wendler et al., ACL 2024)
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Interpreting LLMs: Look into weight matrices, activations and logits

Neuron Location and Intervention

Mechanistic understanding and mitigation of language confusion

(@) Individual Case

—&— Llama3 FFN value neurons

100 A
80 |
. 601
User Prompt T g N H
PU 50 I 1,1 o Taally TSU gl o G5l Lo B
English translation: What is the difference between the
Meccan and Medinan surahs in the Holy Quran? J 201
0
The difference between Meccan and Medinan surahs in the 0
LLM ReSponse Quran is a significant aspect of Islamic studies. Here's a
brief overview:
m ‘Oa **Meccan Surahs (s )™ 175
1. **Time period:** The Meccan surahs were revealed during 150 4
the early years of Prophet Muhammad's prophethood, ... 125
o 100
a2
8 75
50
25 4
0
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(b) Aggregated Neuron Scores

—&— Llama3 FFN value neurons
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Case 1 (aya-zh, id1)

plain “$F 718

Input: Pﬁ*ﬁ“ﬁ?ﬁﬂﬂ‘ﬁﬂ"ﬂ!:ﬁ. Please

Before Neuron Editing: English Translation: "To tear down the
eastern wall to repair the western wall" - Meaning: To solve a
problem by creating a new one, or to fix one issue by making
another one worse.

After Neuron Edm
k= B"j ety

“EEFFEHB'] BIRkiE

Multullngual Llama3: 2023-03-23 14:34:23 {FFREHNEIERY
VBRAT AR N EBAENEAAE, AR
BRI,

Case 2 (okapi-zh, id5)

Input: |ME—EHXRBRRAFEMHPLEE,

Before Neuron Editing: English Translation: "To tear down the
eastern wall to repair the western wall" - Meaning: To solve a
problem by creating a new one, or to fix one issue by making
another one worse,

After Neuron Editing: ZRiS{FX\nS2EINERESE: B
FR? \nESSREEP, RBEREEESRIANBEE
EPR—ER. A, BEREREENPAER?

Multilingual Llama3:
1(https://www.zhihu.com/question/34614445) \n[2{z]
EABEFREFRSERERES

&7 J(https://www.zhihu.com/question/34614445)



Interpreting LLMs: Look into weight matrices, activations and logits

Replacement model for interpretability

Sparse Autoencoder (SAE), CrOSS'Layer Transcoder (CLT) Tracing language processing mechanism of

LLMs through attribution graph extracted
s ] based on the replacement model (e.g., CLT)

Layer3 MLP () [cu ]

’ The National Digital Analytics Group (N DAG

_ \\ Mapping neurons to a sparse space,

+ . Hows soeos .
A each sparse “neuron” in the
Layer 2 MLP O [CU ] replacement model represents a — ! 1
human-understandable feature ot e et =

=z \ say["D 3 say} " say “.G"
Layer 1 MLP ([ 7 [CLT : ] { f - m[ Tﬂ [ T—Tm
. . [ Digital m Analytics ]” [ Group
Rs?(?g;‘::l ieuron eature T T T

The National Digital Analytics Group

CLT architecture by Anthropic
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Interpreting LLMs: Look into weight matrices, activations and logits

Outputs / Logits —> Fact: the capital of the state containing Dallas is Austin
A 1
' ®
say Supernodes.
Austin Hover over
these to see
A the composite
features and
their dataset
examples.
say a
capital Texas
A A
| state Dallas
Input Tokens —> | Fact: the  capital of the state containing Dallas is
See more
Figure 6: Haiku completes a sentence with a “multi-step” graph, going Dallas — Texas . View detailed graph =~ €— complete
graph!

— Austin. Note that the graph presented here is simplified.

Credits to Zeping YU

Sept. 2025 On the Biology of a Large Language Model, Anthropic, 2025.3



Interpreting LLMs: Look into weight matrices, activations and logits

aph Michael Batkin = Can't Answer View detailed graph

= SR ES

Michael Jordan -> Basketball

Human Which! sport does  Michael Human.‘Whlch spor? aPologlze, 'bl:lt‘I cannot
: does Michael Batkin find a definitive record
Jordan play? Answer in one word.<! Basketball K I )
. play? Answer in one of a sports figure named
Assistant: < = = 2
word.<) Assistant: Michael Batkin. Without..
Say inhibition Can't
Basketball ( 1 < ) Answer < )

A

Known I

\ l Michael Jordan]]] [ Assistant Assistant

r—Iﬁ ——

play? Answer Human: Which play? Answer
Michael Jordan in one word.<! . Michael Bat kin in one word.<!
> sport does :
Assistant: Assistant:

BESSAR ERAS

Figure 33: Two simplified attribution groups for Michael Jordan and a fictitious “Michael Batkin". Haiku is asked what sport they play. For Jordan, Haiku correctly responds because of a
known answer pathway, and because a unknown name pathway is inhibited. For Batkin, the opposite occurs. Blue edges with T-shaped ends indicate inhibitory inputs (negative edge weights).
This diagram is interactive and vou can hover on nodes to see detailed feature visualizations

Human: Which
sport does

Credits to Zeping YU
Sept. 2025 On the Biology of a Large Language Model, Anthropic, 2025.3
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o LHEAEMMEFE. HEREFERE HR
LME AREESLE. #ESFTE
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Yang et al. (2024)

@ V; :Factorized (layer/space/scale) and topology-smooth feature selection

®) Brain encoding model

yi=viw;tb
Tt AN

i-th brain
voxel (scalar)

Selected
feature

v

iy I

o EHEEREMEMER:
KNG E SRR MER

TOPOLM: BRAIN-LIKE SPATIO-FUNCTIONAL ORGANIZATION
IN ATOPOGRAPHIC LANGUAGE MODEL

Rathi et al. (2025
Sept. 2025

tokens

input batch

d — —
activations at layer k dist(3, 3) + 1

(c) fMRI readout
sampling in cortex

fMRI-like readout
sampling in model

1)
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Memory-R1: Enhancing Large Language Model Agents to Manage and Utilize
Memories via Reinforcement Learning
Sikuan Yan*!, Xiufeng Yang*?, Zuchao Huang', Ercong Nie!, Zifeng Ding’,
Zonggen Li*, Xiaowen Ma', Hinrich Schiitze!, Volker Tresp', Yunpu Ma'’

"Ludwig Maximilian University of Munich  2Technical University of Munich
3University of Cambridge  “University of Hong Kong
s.yan@campus.lmu.de, cognitive.yunpu @ gmail.com

Stage 1: Memory Construction

gg—»[ Info Extraction ]—b{ Search Memory Bank

Dialogues

; E — Retrieve Memory Memory Augmented Generation with Memory
” Prompt Distillation
Questions

Stage 2: Memory-Guided Answer Generation
Sept. 2025 38

UPDATE
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DELETE
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Prompt-based fine-tuning

Classifier [l 3l Class: 1 Verbalizer: NN (. .. |
1 e What about sequence
. X= [ Works as stated ! ]
1 : 1 labeling tasks?

= ‘ ‘ -~ ‘ (e.g.. part-of-s peech_l ng ~ ~
tagging, named entity | Works as stated | )
‘ Tt 1 11 1 . T 1 11 1 1 recognition) o Thepostagofisakindof[MASK])
{5 woks as soted 1 Iserl | s woks s seed 1 n was (wasd (sep] i N . _
(a) Vanilla finetuning (b) Prompt-based finetuning TO Pro TOken Ie\_,e.l T(X, x,) = [ Worksias stated ) ]
. . . . prompt decompos|t|on The postag of (__as__Jis a kind of [MASK] .
Prompt-based fine-tuning for zero-shot cross-lingual transfer learning P(T. X) < - >
cross-lingual transfer [ Works as stated ! ]
o B T(X, xy) =
/ training — inference \ ¢ ) The pos tag of is a kind of [MASK] -)
5 \ MPLM / o \
Works as stated !
[ This was a gift for my son. He loved it. ] [ Beim zweiten Gebrauch bereits undicht!!! ] TX, x,) = [ — ]
N The postagof [ Jis akind of [MASK] . -
P(x) l P(X) l

[ This was a gift for my son. He loved it. ]] [[ Beim zweiten Gebrauch bereits undicht!!! ]J Training on EninSh data: prompt pattern, Verba“zer,

In summary, the product was [MASK] . . . . 4.
fine-tuning by mask token prediction.

@ " m J @«ﬂj |nferenf:e intthe crqsst-lingt:a;l setting:
) Inpu Iven In target languages
Ve e e changes in prompt pater

e no changes in prompt pattern, verbalizer
Sept. 2025 ToPro: Token-Level Prompt Decomposition for Cross-Lingual Sequence Labeling Tasks (Ma* & Nie*, et al., EACL 2024)

In summary, the product was [MASK] .

/
"
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https://aclanthology.org/2024.eacl-long.164v2.pdf
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The pipeline of our proposed PARC method

Step 1: Retrieval from high-resource language corpora Step 2: Prediction with a retrieval-augmented prompt
= .
_____ Lo e e e m N A
| Engllsh retrieval: Label: 1 ' English retrieval: Label | Input
Cross-lingual Wonderfull Works as o5 e~ ! Wonderful! Works as o 1 Lerdo Saveiss T pdydorr S5vod!
Retisver jLstatedt N : stated! pos : (Does exactly what is advertised!)
I - L) L

1 - _ ___ ! — - -
engineering Prompting Prompting
engineering engineering
—————— P i i i e i
v

{ Wonderful! Work as stated! In \ v
nput: | | summary, the product was [MASK]. : Wonderful! Work as stated! In Ledo Saveids T dydorr SKvod!
Sncv slaversy o2 wea st ool | ! [ summary, the product was great. In summary, the product was [MASK].
(Does exactly what is advertised!) : :

' ]

Motivation of our work: Concatenating

® improve the zero-shot transfer performances of low-resource Retrieval-augmented prompt:
|anguages (LRLS) on natural |anguage understanding tasks, Wonderful! Work as stated! In summary, the product was great. Qardo dabercdss
. . . . T30 ax?) &orr S5v0d! In summary, the product was [MASK].
® |everage the cross-lingual retrieval and the multilinguality of
multilingual pretrained language models (MPLMs).
Specifically, we first retrieve semantically similar cross-lingual sentences
from high-resource languages, then use the cross-lingual retrieval
information to benefit the LRLs from the multilinguality of MPLMs.

Prediction:

Sept. 2025 PARC: Cross-Lingual Retrieval Augmented Prompt for Low-Resource Languages (Nie et. al., ACL 2023 Findings) 40
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Eeng et al. (2025 ﬁ
v

Human Participants Simulations
Fieldwork,
A *ﬁ 1 t X 1 t ﬁ& ,|_,\ 2-hr Audio Interview questionnaire & e Personal Variables
(Avg. 6,491 words) Generative Agents interview data You are a 40-year-old female vietnamese living in An Khanh Yo are a 35-year-old male vietnamese living in An Khanh

LLM persona
o HIFJMDLEZF
(Machine
Psychology)

Interview script drawn from
the American Voices Project

Interview transcript serves
as agent memory

Ward, NinhKieu, CanTho. Since 2000, your house has been
flooded 11-20 times, with the most severe flood in 2017, la-
sting for 48 hours and reaching 150 cm. The flood contained
sewage and household waste, causing moderate damage to
your home, such as mold and small wall cracks, with repair
costs reaching 20,000 dong. To prepare for future floods, you
rely on sandbags, sealing windows/doors, and moving valua-
bles to higher floors. You have not purchased fiood insurance
because of its high cost. You believe the local govemment's
flood warnings are somewhat helpful, but prevention infra-
structure in your community is lacking.

+

Ward, NinhKieu, CanTho. Since 2000, your house has been
flooded only 1-5 times, with the worst flood in 2020, lasting
for 12 hours and reaching 50 cm. The flood caused minor
damage, such as damp walls and slight mold, with repair
costs around 3,000 dong. You have taken preventative
measures, including buying waterproof barriers, installing
pumps, and relocating electrical systems to higher levels, co-
sting 10,000 yuan. You also have flood insurance, paying
200 yuan per month. You trust the local government's efforts
and rely on SMS warnings and social media updates for
flood preparedness.

+

Text Sample
it e ] it . 1f the most severe flood were o oceur more than three times annually, how likely are you to change your livelihood and adopt
araendortf et . (2024 Actual participant responses si participant resp e LT L
= conditions
General Social Survey (177 Items) General Social Survey (177 Items) (flooding) A 4 A 4

Big Five Personality Inventory (44 Items)
Economic Games (5 Items)
Behavioral Experiments (5 Items)

Big Five Personality Inventory (44 Items)
Economic Games (5 Items)
Behavioral Experiments (5 Items)

—) LLMs @

\4

Interaction

)

\4

Decision Decision i Decision
* * Theory
Park et al. (2024 Compare actual to simulated responses, oot e

adjusting for participant self-consistency

H R Z= 45 : BriH 4 ‘Generative Agent HESEER EEHIE, SIEEH, &=
Simulations” ——1000+ LLM personast& REFERE THALERN S HREHT,
MEMHRITA.
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sewage and household waste, causing moderate damage to
your home, such as mold and small wall cracks, with repair
costs reaching 20,000 dong. To prepare for future floods, you
rely on sandbags, sealing windows/doors, and moving valua-
bles to higher floors. You have not purchased fiood insurance
because of its high cost. You believe the local govemment's
flood warnings are somewhat helpful, but prevention infra-
structure in your community is lacking.

+

Ward, NinhKieu, CanTho. Since 2000, your house has been
flooded only 1-5 times, with the worst flood in 2020, lasting
for 12 hours and reaching 50 cm. The flood caused minor
damage, such as damp walls and slight mold, with repair
costs around 3,000 dong. You have taken preventative
measures, including buying waterproof barriers, installing
pumps, and relocating electrical systems to higher levels, co-
sting 10,000 yuan. You also have flood insurance, paying
200 yuan per month. You trust the local government's efforts
and rely on SMS warnings and social media updates for
flood preparedness.
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